
are likely to have evolved in response to these sub-
stantial changes in ejaculate characteristics. As
an example, A. gambiae females synthesize
significantly lower levels of 20E after blood feed-
ing compared with A. albimanus (7, 21), indicat-
ing a possible adaptation of female 20E to levels
transferred by the male. The observed effects of
the male 20E-MISO interaction in regulating egg
development suggest that the evolution of sex-
ually transferred 20E will have influenced other
blood-feeding–induced processes, with possible
consequences for parasite transmission. Notably,
a role for ecdysone in mediating protozoan para-
site development has been reported in a number
of insect species [reviewed in (22)], including other
vectors of human disease (23).
Our phylogenetic approaches combined with

phenotypic analyses of multiple reproductive traits
provide considerable insight into a group of im-
portantdisease vectors.Multiple key entomological
parameters that directly affect malaria transmis-
sion are influenced by the diverse functions of
sexually transferred 20E: mosquito densities via
MISO-mediated increased oogenesis (5); parasite
development through the expression of lipid
transporters that protect Plasmodium from the
mosquito immune system (8); and longevity due
to reducedmating-associated fitness costs (9–11).
Consequently, divergent sexual transfer of 20E
across anophelinesmay have shaped their ability
to transmit this deadly disease, and, intriguingly,
all four species that transfer large levels of 20E
aremajormalaria vectors originating fromAfrica
and India, the regions of highest malaria burden
(1). By demonstrating correlated evolution inmale
ejaculate characters and parallel changes in fe-
male physiology implicated in vectorial capacity,
we reveal coevolutionary dynamics likely to have
fundamentally influenced disease transmission
to humans.
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CLIMATE CHANGE

Atlantic and Pacific multidecadal
oscillations and Northern
Hemisphere temperatures
Byron A. Steinman,1* Michael E. Mann,2 Sonya K. Miller2

The recent slowdown in global warming has brought into question the reliability of
climate model projections of future temperature change and has led to a vigorous
debate over whether this slowdown is the result of naturally occurring, internal variability
or forcing external to Earth’s climate system. To address these issues, we applied a
semi-empirical approach that combines climate observations and model simulations to
estimate Atlantic- and Pacific-based internal multidecadal variability (termed “AMO” and
“PMO,” respectively). Using this method, the AMO and PMO are found to explain a large
proportion of internal variability in Northern Hemisphere mean temperatures. Competition
between a modest positive peak in the AMO and a substantially negative-trending PMO
are seen to produce a slowdown or “false pause” in warming of the past decade.

D
istinguishing between forced and unforced
variability in climate is critical for assessing
the impact of anthropogenic forcing on tem-
perature, drought, hurricane activity, weath-
er extremes, and other climate phenomena.

The North Atlantic and North Pacific oceans are
the key drivers of internal variability in Northern
Hemisphere temperatures on multidecadal time
scales, but there is substantial uncertainty in their
relative contributions to the observed variability.
We applied a new semi-empirical method that
uses a combination of observational data and a
large ensemble of coupled climate model simu-
lations to assess the relative roles of both forced
and internal variability in the Northern Hemi-
sphere over the historical period.
The Atlantic Multidecadal Oscillation (AMO)

(1) is the leading mode of internal variability in
North Atlantic sea surface temperature (SST) on
multidecadal (~50 to 70 years) time scales (2–4).
The Pacific Decadal Oscillation (PDO) (5, 6) is

the leading mode of North Pacific internal SST
variability but, as defined, consists of at least two
distinct signals, one roughly bidecadal with a
~16- to 20-year period and the other multidecadal
with a ~50- to 70-year period (4, 7–9). The PDO
and AMO time series typically are defined in
terms of the temporal pattern of temperature
change in the north-central Pacific and North
Atlantic, respectively. The multidecadal compo-
nent of the PDO may in part be related to the
AMO [although centered in the Atlantic, it ap-
pears (2, 3) to project at least weakly onto the
Pacific] and in part reflective of low-frequency
variability related to the El Niño–Southern Os-
cillation (ENSO) and its extratropical response
(10–16). We distinguish the multidecadal com-
ponent from the conventionally defined PDO by
terming it the “PMO,” and we term the multi-
decadal component of internal Northern Hemi-
sphere mean temperature variability the “NMO.”
Prior methods used to define these internal

variability components and their influence on
Northern Hemisphere temperature include (i)
a simple linear detrending of the mean North
Atlantic SST time series (17–21), (ii) estimating
the forced trend based on regression of North
Atlantic SST against global mean SST and
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removing the forced trend to yield an estimate of
the internal variability (16, 22, 23), and (iii) defin-
ing the forced component as the mean of North
Atlantic SST in an ensemble of climate model
simulations and defining the internal variability
component as the difference between the observed
SST series and the multimodel mean (24, 25). These
methods, as shown below, do not in general yield
correct results. We estimated the Atlantic and
Pacific-basin multidecadal internal variability
components and their contribution to Northern
Hemisphere temperature change on the basis of
a new target region regression approach.
Our method is based on the principle that in-

ternal variability is uncorrelated among distinct
realizations of a large ensemble. We therefore
used the mean of the Coupled Model Intercom-
parison Project Phase 5 (CMIP5) ensemble (26)
as an initial estimate of the forced component
of surface temperature for the North Atlantic,
North Pacific, and the entire (land + ocean) North-
ern Hemisphere region (Fig. 1). The estimated
forced series is rescaled via linear regression against
the actual temperature series so as to accommo-
date potential differences in the amplitude of the
true forced response relative to the multimodel
mean response (for example, because of dispar-
ities in climate sensitivity). We define the AMO,
PMO, and NMO as the difference between the
observations and estimated, regional forced tem-
perature series for each of the three respective
regions, low-pass filtered at a frequency of 40 years
in order to isolate multidecadal variability (27).
We analyzed both the subensemble of sim-

ulations (n = 24) of the GISS-E2-R model (28)
(henceforth “CMIP5-GISS”); the subensemble
of simulations (n = 45) of models (M = 15) with
aerosol indirect effects (“CMIP5-AIE”); and the
larger, full (n = 170 total realizations) ensemble
of all (M = 44) models (“CMIP5-All”) (Fig. 1, fig.
S1, and table S1). The three ensembles are com-
plementary in their characteristics. The GISS-
E2-R simulations (which comprise the largest
CMIP5 ensemble for an individual model) are
consistent in their forcings and include repre-
sentation of the first aerosol indirect effect (cloud
albedo). The CMIP5-AIE models all have full rep-

resentations of both the first and second (cloud
lifetime) indirect aerosol effects, which are po-
tentially important contributions to the net ra-
diative forcing (29). The CMIP5-All ensemble
provides a much larger sample, but individual
simulations vary in the forcings that were used
and how they were implemented. Recent work
(30) has explored the hypothesis that at least
some of the difference between modeled and ob-
served temperature changes arises from errors
in the forcing estimates (for example, the accu-
mulated effects of small volcanic eruptions over
the past decade are not accounted for in the vast
majority of CMIP5 simulations). Our assump-
tion is that these three different ensembles mean
estimates of the forced temperature signal span
a representative range of uncertainty in the un-
derlying forcing.
In defining the AMO, PMO, and NMO, we con-

sidered target regions spanning the equator to
60° north over the Atlantic (0° to 80°W) and Pa-
cific (120°E to 100°W) oceans (the areal mean
over all SST gridboxes in each basin), and the full
Northern Hemisphere (ocean + land). The CMIP5-
All multimodel ensemble mean series (latitude
weighted) for each of the target regions, along
with the ensemble of individual simulations, were
compared with the actual historical observations
over the interval 1854–2012 C.E. (Fig. 1 and fig. S1)
(27). We used Goddard Institute for Space Studies
(GISS) Surface Temperature (GISTEMP) (31) for
the observational NH mean (ocean + land) series,
owing to recent evidence (32) that other products
may underestimate recent warming by under-
sampling the Arctic. For the regional observa-
tional SST estimates, we used the mean of the
Hadley Centre Global Sea Ice and Sea Surface
Temperature (HadISST) (33), National Oceanic
and Atmospheric Administration (NOAA) Ex-
tended Reconstructed Sea Surface Temperature
(ERSST) (34, 35), and Kaplan (36–38) products.
The results of the target-region regression

analysis show for each of the three model en-
sembles that the estimated internal variability
components derived from the various realiza-
tions are statistically independent, as they should
be if the method is performing correctly, con-

trasting with what we find for the other pre-
viously used methods (Fig. 2, figs. S2 to S4, and
table S2) (27). We next applied the methods in
a semi-empirical setting in order to estimate the
actual historical AMO, PMO, and NMO series.
Under the assumption that the observational
temperature series are the sum of a forced com-
ponent and the real-word realization of inter-
nal variability, we estimate the true historical
internal variability component as the residual
series after the forced components are removed.
Our approach gives similar results whether

CMIP5-All, CMIP5-GISS, CMIP5-AIE [or even in-
dividual models with a minimum of n ≥ 10 real-
izations (fig. S6)] ensemble means are used (39).
The root mean square amplitude of the AMO
and PMO are similar for all three ensembles
(0.10/0.11/0.09°C for AMO and 0.09/0.09/0.11°C
for PMO, for CMIP5-All/CMIP5-GISS/CMIP5-AIE,
respectively). Unlike with the linear detrending
approach, the PMO and AMO are not found to be
significantly correlated. An analysis of the full
multimodel ensemble reveals any putative corre-
lation between the AMO and PMO [and arguments
of a “stadium wave” climate signal (40)] to be an
artifact of the linear detrending approach (fig. S7)
(27). Shown also (Fig. 3) are the results of a simple
bivariate regression demonstrating that the NMO
can be very closely approximated [coefficient of
determination (R2) = 0.86/0.88/0.91 for CMIP5-
All/CMIP5-GISS/CMIP5-AIE, respectively] by a
weighted combination of the AMO and PMO se-
ries (41). The amplitude of the NMO (0.07°C using
either CMIP5-All or CMIP5-GISS, and 0.08°C using
CMIP5-AIE) is consistent with results from long
model control runs (3).
Our analysis shows the NMO to be decreasing

at the end of the series (Fig. 3 and figs. S5 and
S6). Mann et al. (42) assessed the recent decrease
in the NMO in terms of a negative-trending AMO
contribution. However, we reach a somewhat dif-
ferent conclusion in the present study, finding
that the recent decrease in the NMO is instead a
result of a sharply decreasing PMO (with a rel-
atively flat AMO contribution). That observation
is consistent with recent findings that the anom-
alous slowing of warming over the past decade

SCIENCE sciencemag.org 27 FEBRUARY 2015 • VOL 347 ISSUE 6225 989

Fig. 1. CMIP5-All ensemble means shown with individual model means. (A) Northern Hemisphere SST+SAT. (B) North Atlantic SST. (C) North Pacific
SST. Ensemble mean, black curves; individual model means, colored curves. Thin black line depicts the 95% confidence limits of the model mean
determined via bootstrap resampling. Blue line depicts observed temperatures.
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is tied to subsurface heat burial in the tropical
Pacific and a tendency for persistent “La Niña”–
like conditions (43–46). Our analysis attributes
this trend to internal variability as a consequence
of the failure of the CMIP5 models to identify
a recent forced trend of this nature. However,
there is paleoclimate evidence suggesting that a
La Niña–like response might arise from positive
radiative forcing (47), and the possibility remains
that state-of-the-art climate models fail to cap-
ture such a dynamical response to anthropogenic
radiative forcing.

Some recent work (18, 19, 21, 22, 25) has at-
tributed a potentially large proportion of ob-
served regional and hemispheric temperature
changes to multidecadal internal variability re-
lated to the so-called “AMO” and/or “PDO.” Using
the CMIP5 multimodel historical climate simu-
lations, we have established that the methods
used in these studies tend to inflate and distort
the estimated internal variability owing to an
incorrect partition of internal and forced varia-

bility. We have demonstrated that our target-
region regression method correctly isolates the
internal variability components.
Applying our method to observational surface

temperature data, we find that internal varia-
bility is likely to have had a substantial influence
on multidecadal Northern Hemisphere temper-
ature changes over the historical period, contrib-
uting up to 0.15°C peak warming/cooling. The
AMO appears to have been influential in the early
and middle 20th century, but the PMO has played
a more dominant role in recent decades. This
result is consistent across the three ensembles
(GISS, AIE, and All) (Fig. 3). Our findings (the AIE
experiments, especially) suggest that natural in-
ternal variability has had a modest influence on
Atlantic SST over the past half century and that
multidecadal climate variability attributed to At-
lantic SST changes (such as variations in tropical
storm frequency and strength and Sahel and
Midwestern North American drought) (48–51)
was largely driven by external forcing (as con-
cluded in other recent work) (52). Our results
also highlight the substantial uncertainties asso-
ciated with the role of anthropogenic aerosol
forcing in recent decades because the greatest
discrepancies using the three different ensem-
bles occur during that time period.
Our findings have strong implications for the

attribution of recent climate changes. We find
that internal multidecadal variability in North-
ern Hemisphere temperatures (the NMO), rather
than having contributed to recent warming, like-
ly offset anthropogenic warming over the past
decade. This natural cooling trend appears to re-
flect a combination of a relatively flat, modestly
positive AMO and a sharply negative-trending
PMO. Given the pattern of past historical varia-
tion, this trend will likely reverse with internal
variability instead, adding to anthropogenic warm-
ing in the coming decades.

REFERENCES AND NOTES

1. R. A. Kerr, Science 288, 1984–1985 (2000).
2. T. L. Delworth, M. E. Mann, Clim. Dyn. 16, 661–676

(2000).
3. J. R. Knight, R. J. Allan, C. K. Folland, M. Vellinga, M. E. Mann,

Geophys. Res. Lett. 32, L20708 (2005).
4. M. E. Mann, J. Park, J. Geophys. Res. 99 (D12), 25819

(1994).
5. N. J. Mantua, S. R. Hare, Y. Zhang, J. M. Wallace, R. C. Francis,

Bull. Am. Meteorol. Soc. 78, 1069–1079 (1997).
6. N. J. Mantua, S. R. Hare, J. Oceanogr. 58, 35–44

(2002).
7. M. E. Mann, J. Park, J. Clim. 9, 2137–2162 (1996).
8. M. E. Mann, J. Park, Adv. Geophys. 41, 1–131 (1999).
9. S. Minobe, Geophys. Res. Lett. 24, 683–686 (1997).
10. M. A. Alexander et al., J. Clim. 15, 2205–2231 (2002).
11. D. J. Vimont, J. Clim. 18, 2080–2092 (2005).
12. W. Chen, B. Dong, R. Lu, J. Geophys. Res. 115 (D17), D17109

(2010).
13. B. Dong, R. T. Sutton, A. A. Scaife, Geophys. Res. Lett. 33,

L08705 (2006).
14. B. Guan, S. Nigam, J. Clim. 22, 4228–4240 (2009).
15. G. J. van Oldenborgh, L. A. te Raa, H. A. Dijkstra, S. Y. Philip,

Ocean Sci. 5, 293–301 (2009).
16. C. Marini, C. Frankignoul, Clim. Dyn. 43, 607–625 (2013).
17. S. B. Goldenberg, C. W. Landsea, A. M. Mestas-Nunez,

W. M. Gray, Science 293, 474–479 (2001).
18. M. G. Wyatt, S. Kravtsov, A. A. Tsonis, Clim. Dyn. 38, 929–949

(2011).
19. M. G. Wyatt, J. A. Curry, Clim. Dyn. 42, 2763–2782

(2013).

990 27 FEBRUARY 2015 • VOL 347 ISSUE 6225 sciencemag.org SCIENCE

Fig. 2. CMIP5-All mean series and estimated
1-s bounds for mean series under the assump-
tion of statistical independence of internal var-
iability among ensemble members. (A) AMO.
(B) PMO. (C) NMO. Solid lines indicate mean of
all realizations; dashed lines indicate estimated
1-s bounds. Determined by using detrending (blue),
global SST regression (red), and target region re-
gression (black). Individual realizations of CMIP5-
All internal variability as well as results for target
region differencing are shown in the supplemen-
tary materials (fig. S2).

Fig. 3. Semi-empirical estimate of AMO, PMO,
and NMO based on target region regression
using historical climate model realizations.
(A) CMIP5-GISS. (B) CMIP5-AIE. (C) CMIP-All. In
(A) to (C), blue, AMO; green, PMO; and black, NMO.
Bivariate regression-based approximation of NMO
(red) strongly correlates (R2 = 0.86/0.88/0.91 for
CMIP5-All/CMIP5-GISS, CMIP5-AIE, respectively)
with semi-empirical NMO estimate (black). 95%
confidence limits of the AMO, PMO, and NMO
CMIP5-All means were determined by using the
ensemble of target region mean series resulting
from bootstrap resampling (Fig. 1) and are shown
as colored shading.

RESEARCH | REPORTS



20. R. Zhang, T. L. Delworth, Geophys. Res. Lett. 34, n/a
(2007).

21. P. Chylek, J. D. Klett, G. Lesins, M. K. Dubey, N. Hengartner,
Geophys. Res. Lett. 41, 1689–1697 (2014).

22. M. Ting, Y. Kushnir, R. Seager, C. Li, J. Clim. 22, 1469–1481
(2009).

23. K. E. Trenberth, D. J. Shea, Geophys. Res. Lett. 33, L12704
(2006).

24. J. R. Knight, J. Clim. 22, 1610–1625 (2009).
25. L. Terray, Geophys. Res. Lett. 39, L19712 (2012).
26. K. E. Taylor, R. J. Stouffer, G. A. Meehl, Bull. Am. Meteorol. Soc.

93, 485–498 (2012).
27. Materials and methods are available as supplementary

materials on Science Online.
28. R. L. Miller et al., J. Adv. Model. Earth Syst. 6, 441–477

(2014).
29. M. Collins et al., Long-Term Climate Change: Projections,

Commitments and Irreversibility, T. F. Stocker et al., Eds.
(Cambridge Univ. Press, Cambridge, 2013), pp. 1029–1136.

30. G. A. Schmidt, D. T. Shindell, K. Tsigaridis, Nat. Geosci. 7,
158–160 (2014).

31. J. Hansen, R. Ruedy, M. Sato, K. Lo, Rev. Geophys. 48, RG4004
(2010).

32. K. Cowtan, R. G. Way, Q. J. R. Meteorol. Soc. 140, 1935–1944
(2014).

33. N. A. Rayner, J. Geophys. Res. 108 (D14), 4407 (2003).
34. T. M. Smith, R. W. Reynolds, T. C. Peterson, J. Lawrimore,

J. Clim. 21, 2283–2296 (2008).
35. Y. Xue, T. M. Smith, R. W. Reynolds, J. Clim. 16, 1601–1612

(2003).
36. A. Kaplan et al., J. Geophys. Res. 103 (C9), 18,567–18,589

(1998).
37. D. E. Parker, P. D. Jones, C. K. Folland, A. Bevan, J. Geophys.

Res. 99 (D7), 14373 (1994).
38. R. W. Reynolds, T. M. Smith, J. Clim. 7, 929–948 (1994).
39. The regression analyses applied to the full CMIP5 multimodel

mean yields a scaling factor (“beta”) for Northern Hemisphere
temperature changes that slightly exceeds unity (beta = 1.053 T

0.0169), implying a real-world forced response that is slightly
greater than that estimated by the CMIP5 multimodel mean. In
contrast, North Atlantic mean temperatures yields a scaling
factor slightly below unity (beta = 0.916 T 0.0155), and
North Pacific mean temperatures yield a scaling factor
substantially below unity (beta = 0.629 T 0.0182), suggesting
that the CMIP5 multimodel mean substantially overestimates
the amplitude of forced temperature changes over the
North Pacific. Further details, including results for the two
subensembles (CMIP5-A1E and CMIP5-GISS), are available in
the supplementary materials (table S3).

40. S. Kravtsov, M. G. Wyatt, J. A. Curry, A. A. Tsonis, Geophys. Res.
Lett. 41, 6881–6888 (2014).

41. NMO = 0.35 AMO + 0.43 PMO for CMIP5-All; NMO = 0.42 AMO +
0.36 PMO for CMIP5-GISS; NMO = –0.06 AMO + 0.85 PMO
for CMIP5-AIE; AMO and PMO regression coefficients are
significant at the P << 0.05 level based on a one-sided test.

42. M. E. Mann, B. A. Steinman, S. K. Miller, Geophys. Res. Lett. 41,
3211–3219 (2014).

43. K. E. Trenberth, J. T. Fasullo, Earth’s Future 1, 19–32
(2013).

44. M. H. England et al., Nature Clim. Change 4, 222–227
(2014).

45. Y. Kosaka, S.-P. Xie, Nature 501, 403–407 (2013).
46. S. McGregor et al., Nature Clim. Change 4, 888–892 (2014).
47. M. E. Mann et al., Science 326, 1256–1260 (2009).
48. M. E. Mann, K. A. Emanuel, Eos Trans. AGU 87, 233 (2006).
49. E. R. Martin, C. Thorncroft, Geophys. Res. Lett. 41, 2169–2175

(2014).
50. J. R. Knight, C. K. Folland, A. A. Scaife, Geophys. Res. Lett. 33,

L17706 (2006).
51. Y. Kushnir, R. Seager, M. Ting, N. Naik, J. Nakamura, J. Clim.

23, 5610–5628 (2010).
52. B. B. B. Booth, N. J. Dunstone, P. R. Halloran, T. Andrews,

N. Bellouin, Nature 484, 228–232 (2012).

ACKNOWLEDGMENTS

All raw data, Matlab code, and results from our analysis are available
at the supplementary website: www.meteo.psu.edu/holocene/
public_html/supplements/Science2015. We acknowledge the World
Climate Research Programme’s Working Group on Coupled
Modeling, which is responsible for CMIP, and we thank the climate
modeling groups for producing and making available their model
output. We thank K. Emanuel and G. Schmidt for helpful comments
on earlier versions of the manuscript. B.A.S. acknowledges support

by the U.S. National Science Foundation Atmospheric and
Geospace Sciences–Postdoctoral Research Fellowships (AGS-PRF)
(AGS-1137750). Kaplan SST V2 data were provided by the NOAA/
Office of Oceanic and Atmospheric Research/Earth System
Research Laboratory Physical Sciences Division, Boulder, Colorado,
USA: www.esrl.noaa.gov/psd. HadISST data were provided by the
Met Office Hadley Centre: www.metoffice.gov.uk/hadobs. ERSST
data were provided by NOAA: www.ncdc.noaa.gov/data-access/
marineocean-data/extended-reconstructed-sea-surface-
temperature-ersst-v3b.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/347/6225/988/suppl/DC1
Materials and Methods
Supplementary Text
Figs. S1 to S7
Tables S1 to S3
References (53–58)

24 June 2014; accepted 26 January 2015
10.1126/science.1257856

PEST CONTROL

Full crop protection from an
insect pest by expression of long
double-stranded RNAs in plastids
Jiang Zhang,1 Sher Afzal Khan,2 Claudia Hasse,1 Stephanie Ruf,1

David G. Heckel,2 Ralph Bock1*

Double-stranded RNAs (dsRNAs) targeted against essential genes can trigger a
lethal RNA interference (RNAi) response in insect pests. The application of this
concept in plant protection is hampered by the presence of an endogenous plant
RNAi pathway that processes dsRNAs into short interfering RNAs. We found that long
dsRNAs can be stably produced in chloroplasts, a cellular compartment that appears to
lack an RNAi machinery.When expressed from the chloroplast genome, dsRNAs accumulated
to as much as 0.4% of the total cellular RNA.Transplastomic potato plants producing dsRNAs
targeted against the b-actin gene of the Colorado potato beetle, a notorious agricultural
pest, were protected from herbivory and were lethal to its larvae. Thus, chloroplast
expression of long dsRNAs can provide crop protection without chemical pesticides.

D
ouble-stranded RNA (dsRNA) fed to in-
sects can be taken up by midgut cells and
processed into small interfering RNAs
(siRNAs) by the insect’s Dicer endoribo-
nuclease (1–3). If the sequence of the fed

dsRNA matches that of an insect gene, gene silenc-
ing by RNA interference (RNAi) disrupts expression
of the insect’s gene (3, 4). By targeting essential
insect genes, dsRNAs can be developed into highly
species-specific insecticides (4). However, although
expression of dsRNAs targeted against insect genes
in transgenic plants (1, 2, 5–8) has impaired growth
and development, complete protection of the plants
and efficient killing of the insects have not been
achieved. dsRNAs at least 60 base pairs (bp) in
length are required for efficient uptake and
biological activity in the target insect (3), but the
plant’s own system for producing small RNAs
(9) prevents the accumulation of high amounts
of long dsRNA. The major processing products of
dsRNA cleavage by Dicer are 21-bp siRNAs, but
these had little (10) or no effect when fed to
insects (3). Thus, rapid turnover of dsRNAs in the
plant limits the efficacy of transgenic RNAi-based
anti-insect strategies.
The plastids (chloroplasts) of plant cells are

derived from formerly free-living cyanobacteria,
a group of prokaryotes that lack an RNAi path-

way. We reasoned that chloroplasts might be
capable of stably accumulating long dsRNAs, in
which case dsRNA expression from the plastid
genome could provide better protection against
insect pests than dsRNA expression from the
nuclear genome. To test the feasibility of stable
dsRNA expression in plastids, we transformed the
tobacco (Nicotiana tabacum) plastid genome
with three different types of dsRNA constructs
(Fig. 1A and fig. S1). In ptDP constructs, the
dsRNA is generated by transcription from two
convergent (dual) promoters. In ptSL constructs,
the dsRNA is also produced from two convergent
promoters, but each strand is additionally flanked
by sequences forming stem-loop–type second-
ary structures, which increase RNA stability in
plastids (11). In ptHP constructs, hairpin-type
dsRNA (hpRNA) is produced by transcription
of two transgene copies arranged as an inverted
repeat (Fig. 1A). We targeted the Colorado po-
tato beetle (Leptinotarsa decemlineata; CPB), a
notorious insect pest of potato and other sola-
naceous crops (e.g., tomato and eggplant). Both
larvae and adults feed on foliage, skeletonize
the leaves, and, if left uncontrolled, completely
destroy the crop. In many areas of the world,
the beetle has no natural enemies, and chemical
pesticides are the main method of CPB control.
However, since the middle of the 20th century,
CPB has developed resistance to all major insec-
ticide classes (and therefore has been branded
an “international superpest”) (12).
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